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Many studies have previously addressed the recognition of plant leaf types. 

The process of identifying these leaf types involves a crucial feature extraction 

stage. Image feature extraction is pivotal for distinguishing the types of 

objects, thus demanding optimal feature analysis for accurate leaf type 

determination. Prior research, which employed the CNN method, faced 

challenges in effectively distinguishing between long bean and green bean 

leaves when identifying bean leaves. Therefore, there is a need to conduct 

optimal feature analysis to correctly classify bean leaves. In our research, we 

analyzed 69 features and explored their correlations within various image 

types, including RGB, L*a*b, HSV, grayscale, and binary images. The primary 

objective of this study is to pinpoint the features most strongly correlated with 

the recognition of bean leaf types, specifically green bean, soybeans, long 

beans, and peanuts. Our dataset, sourced from farmers' fields and verified by 

experienced senior farmers, consists of 456 images. The most highly correlated 

feature within the bean leaf image category is STD b in the L*a*b image. 

Furthermore, the most effective method for leaf type recognition is Neural 

Network Backpropagation, achieving an accuracy rate of 82.28% when 

applied to HSV images. 
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1. Introduction 

Utilizing image processing and artificial intelligence can effectively classify leaf types. Numerous 

studies have focused on identifying leaf species and leaf diseases. In this study, we aim to evaluate the 

most informative features within leaf images for recognizing leaf species and analyzing effective image 

types. In previous research, the analysis of optimal features for distinguishing between various leaf 

types has been emphasized, as it facilitates the automation of leaf type recognition [1]. The referenced 

research [1] specifically seeks to determine the best feature correlations among 22 image features to 

identify leaf types.  

Identifying plant species based on their leaves is a crucial task for botany experts, but it can be 

challenging for the general public to distinguish plant types solely from their leaves. Therefore, there is 

a need for a fast and precise system to classify plant types based on leaf characteristics [2], [3], [4], [5], 

[6]. In a study conducted by [2], the utilization of shape features derived from image morphology and 

Support Vector Machines (SVM) to differentiate between leaf types yielded an impressive accuracy of 

94.5%. A study conducted by [3] carried out analysis of various features, including shape, Fourier, and 

morphology, to assess the accuracy of the Artificial Neural Network (ANN) method in classifying leaf 

types. 

Several CNN methods, such as in [7], [8], [9] and Machine Learning approaches such as ANN, 

SVM, and k-NN [10], [11] have been employed to evaluate the identification of plant leaf species and the 

most suitable classification of leaf diseases. These methods make use of diverse features, including color, 
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texture, and shape features [12], [13], [14]. In some studies, researchers have further advanced leaf type 

recognition by proposing innovative features such as LBP-HF (Local Binary Patterns Histogram Fourier) 

[15]. This feature extraction technique derives information from the Fourier histogram values, resulting 

in an impressive accuracy of 95%. In another study  [16], the combination of LBP (Local Binary Patterns) 

and ELM (Extreme Learning Machine) features has demonstrated the ability to achieve a remarkable 

accuracy rate of 98% in identifying leaf types. 

Several studies focused on the identification of leaf disease types or the characterization of 

different leaf types have sought to achieve optimal feature extraction. This includes the proposal of leaf 

geometry features [17] and the introduction of features derived from wavelet and leaf edges [18]. In 

addition to conducting extensive feature analysis, some studies aim to identify the types of images that 

are most effective in recognizing different leaf types [19]. It is worth noting that different types of images 

can yield varying discriminant information [20]. For example, several RGB, L*a*b, and HSV images that 

have undergone Gaussian or Wavelet filters are analyzed to determine which image type is optimal for 

classification. 

Many studies have explored feature analysis and feature selection, recognizing the pivotal role 

of feature extraction in identifying image objects. In previous research, leaf types were identified using 

the CNN method, but there was room for improvement in distinguishing between long and mung bean 

leaves [21]. Therefore, we propose to conduct an in-depth analysis and selection of 69 features and seek 

correlations for each feature across various image types [20], including L*a*b, HSV, grayscale, and 

binary, with the goal of optimizing the recognition of bean leaf types. Unlike previous studies, which 

primarily focused on feature analysis using a single image type [1], our approach utilizes several image 

types, namely RGB, L*a*b, HSV, grayscale, and binary [20]. The objective of this study is to analyze and 

select 69 image features within the categories of RGB, L*a*b, HSV, grayscale, and binary for the purpose 

of identifying different bean leaf types. 

2. Materials and Methods 

The data for this research was collected directly from farmers' fields and subsequently verified by senior 

farmers. The data comprises images of bean leaves, as illustrated in Figure 1. There are a total of 456 

data, divided into 228 for training and 228 for testing, as outlined in Table 1. Specifically, Figure 1(a) 

depicts various types of green bean leaves, Figure 1(b) shows soybean leaves, Figure 1(c) features long 

bean leaves, and Figure 1(d) displays bean leaves. 
Table 1. Dataset 

No Leaf type Training Testing Total 

1 Green beans 51 51 102 

2 Soybeans 66 66 132 

3 Long beans 59 59 118 

4 Peanuts 52 52 104 

Total 228 228 456 

This study aims to identify the features that yield the highest accuracy in distinguishing different 

types of bean leaves. Various types of color images, including RGB, L*a*b, HSV, grayscale, and binary, 

were employed to retrieve features. These features encompass a range of statistical attributes, such as 

mean, standard deviation, variance, skewness, kurtosis, entropy, contrast, energy, correlation, 

homogeneity, area, perimeter, metric, major axis, minor axis, eccentricity, and circularity. The complete 

list of features can be found in Table 2. Figure 2 provides an illustration of the leaf image utilized for 

feature retrieval. The original RGB image was transformed into L*a*b, HSV, grayscale, and binary 

formats, with the aim of extracting the features as listed in Table 2. The research process flow is 

visualized in Figure 3. It commences with the conversion of the initial RGB image into L*a*b, HSV, 

grayscale, and binary formats, followed by the extraction of features. Subsequently, the features from 

RGB, L*a*b, HSV, grayscale, and binary images were analyzed by calculating their correlations with the 

various types of bean leaves. Furthermore, training and classification trials were carried out using the 

Backpropagation and SVM methods, with a thorough evaluation at the final stage (as depicted in Figure 

4). Equations 1 and 2 are the formulas for calculating the correlation between each feature or attribute 

and the type of bean leaf, as well as the accuracy formula. 
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Fig. 1. Bean leaf types 

Eq.(1) 𝑟(𝑥, 𝑦) describes is the correlation of each image feature (𝑥) with the bean leaf type class 

(𝑦). Eq.(2) 𝑦 indicates the actual leaf species class, and �̅� represents the prediction. We considered a total 

of 17 RGB image features, encompassing parameters such as average R, average G, average B, standard 

deviation R, standard deviation G, standard deviation B, variance R, variance G, variance B, skewness 

R, skewness B, kurtosis R, kurtosis G, kurtosis B, entropy R, and entropy B. Additionally, we included 

17 L*a*b image features, consisting values such as average L, average a, average b, standard deviation 

L, standard deviation a, standard deviation b, variance L, variance a, variance b, skewness L, skewness 

a, skewness b, kurtosis L, kurtosis a, kurtosis b, entropy a, and entropy b. We included 18 HSV image 

features, featuring H mean, S mean, V mean, standard deviation H, standard deviation S, standard 

deviation V, variance H, variance S, variance V, skewness H, skewness V, kurtosis H, kurtosis S, kurtosis 

V, entropy H, entropy S, and entropy V. Furthermore, we utilized ten grayscale image features: contrast, 

energy, correlation, homogeneity, entropy, mean, standard deviation, variance, skewness, and kurtosis. 
In addition, we considered seven binary image features: area, perimeter, metric, major axis, minor axis, 

eccentricity, and circularity. 
Table 2. Feature extraction 

Type Image 
RGB L*a*b HSV Grayscale Biner 

Feature 

1 Mean R Mean L Mean H Contrast Area 

2 Mean G Mean a Mean S Energy Perimeter 

3 Mean B Mean b Mean V Correlation Metric 

4 STD R STD L STD H Homogeneity Major Axis 

5 STD G STD a STD S Entropy Minor Axis 

6 STD B STD b STD V Mean Eccentricity 

7 Var R Var L Var H STD Circularity 

8 Var G Var a Var S Var  
9 Var B Var b Var V Skew  
10 Skew R Skew L Skew H Kurtosis  
11 Skew G Skew a Skew S   
12 Skew B Skew b Skew V   
13 Kurtosis R Kurtosis L Kurtosis H  
14 Kurtosis G Kurtosis a Kurtosis S  
15 Kurtosis B Kurtosis b Kurtosis V  
16 Entropy R Entropy a Entropy H  
17 Entropy B Entropy b Entropy S  
18 - - Entorpy V  
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Fig. 2. Image of leaf types 

 
Fig. 3. Research proposal 

 

 
Fig. 4. Research diagram 
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3. Results and Discussion 

The initial step in our process involves feature extraction from RGB, L*a*b, HSV, grayscale, and binary 

images, as outlined in Table 2. Subsequently, each image feature is evaluated for its correlation with the 

type of bean leaf, and the results are presented in Table 3. In this table, some features are abbreviated 

for clarity, such as Var (Variance), STD (Standard Deviation), and Skew (Skewness). Table 3 reveals the 

features from the RGB images that exhibit the highest positive correlations, including standard 

deviation red (0.1321), standard deviation L*a*b feature b (0.3522), standard deviation HSV feature H 

(0.324), and in grayscale, the energy feature (0.1803). Meanwhile, in binary images, the feature with the 

highest positive correlation is circularity (0.0693). Overall, when considering all the features, it is worth 

noting that the standard deviation b in the L*a*b image demonstrates the most substantial and positive 

correlation with the bean leaf type. 

Table 3. Correlation of image features 

No RGB Lab HSV Grayscale Biner 

1 Mean R 0.0441 Mean L 0.0448 Mean H -0.0017 
Contrast 

-0.1986 
Area -0.0560 

2 Mean G 0.0377 Mean a 0.0009 Mean S -0.0734 
Energy 

0.1803 

Perimeter 

-0.1200 

3 Mean B 0.0143 Mean b 0.0129 Mean V 0.0431 
Correlation 

-0.0006 
Metric 0.0693 

4 STD R 0.1321 STD L 0.0826 STD H 0.3240 
Homogeneity 

0.1059 

Major axis 

-0.1164 

5 STD G 0.1114 STD a 0.3281 STD S 0.1390 
Entropy 

-0.2005 

Minor axis 

-0.1052 

6 STD B -0.006 STD b 0.3522 STD V 0.1125 Mean 0.0402 
Ecentricity 

0.0047 

7 Variance R 0.0598 Variance L -0.0101 Variance H 0.1660 STD 0.0836 
Circularity 

0.0693 

8 Variance G 0.0287 Variance a 0.2716 Variance S 0.0612 
Variance 

-0.0204 
 

9 Variance B -0.0303 Variance b 0.2635 Variance V 0.0286 
Skewness 

0.0146 
 

10 Skewness R 0.0487 Skewness L 0.0441 Skew H -0.0321 
Kurtosis 

0.0687 
 

11 Skewness G 0.0943 Skewness a 0.0344 Skew S -0.0903   

12 Skewness B 0.0156 Skewness b 0.0730 Skew V 0.0895   

13 Kurtosis R -0.0247 Kurtosis L 0.1363 Kurtosis H -0.0226   

14 Kurtosis G 0.0759 Kurtosis a -0.0141 Kurtosis S -0.0022   

15 Kurtosis B 0.1154 Kurtosis b 0.0349 Kurtosis V 0.0791   

16 Entropy R -0.1067 Entropy a 0.2934 Entropy H 0.2519   

17 Entropy B -0.1471 Entropy b 0.2444 Entropy S -0.1712   

18   Entropy V -0.0527   

During the experiment, we constructed two Backpropagation network architectures with the goal 

of achieving high accuracy in the identification of bean leaf types. Each Backpropagation network 

architecture employs various input features for RGB images (17 features), L*a*b (17 features), HSV (18 

features), grayscale (10 features), and binary (7 features). The hidden layer is designed with numerous 

neurons to optimize accuracy, while the output layer consists of two neurons. The feature extraction 

results from RGB, L*a*b, HSV, grayscale, and binary images were trained using the Neural Network 

Backpropagation method. In the first experiment, we utilized RGB features with architecture [17, 34, 2] 

and employed both the 'trainscg' and 'trainlm' functions, with their corresponding accuracy results 

presented in Tables 4 and 5. Based on the results in Tables 4 and 5, the 'trainlm' function yielded a higher 

average accuracy value. Consequently, the 'trainlm' function was adopted for all subsequent 

experiments involving L*a*b, HSV, grayscale, and binary images. Table 6 presents the results of the 

L*a*b feature experiment with architecture [17, 34, 2]. Similarly, Table 7 shows the outcomes of the HSV 

feature experiment in two scenarios: architecture [18, 34, 2] and architecture [18, 36, 2], as shown in Table 
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8. Furthermore, Table 9 and Table 10 display the results of the grayscale feature experiment in two 

scenarios: architecture [10, 34, 2] and architecture [10, 20, 2], respectively. 
Table 4. RGB feature accuracy 

results (trainscg) 

 Accuracy 

Mean 58.38 

STD 3.97 

Max 64.04 

Min 52.19 

 

Table 5. RGB feature accuracy 

results (trainlm) 

 Accuracy 

Mean 72.68 

STD 5.43 

Max 82.02 

Min 61.4 

 

Table 6. L*a*b feature accuracy 

results (trainlm) 

 Accuracy 

Mean 73.07 

STD 2.50 

Max 77.19 

Min 69.74 

 

Table 7. First scenario HSV 

feature accuracy results 

 Accuracy 

Mean 82.28 

STD 6.82 

Max 90.35 

Min 67.11 

 

Table 8. Second scenario HSV 

feature accuracy results 

 Accuracy 

Mean 81.62 

STD 6.57 

Max 88.60 

Min 71.05 

 

Table 9. First scenario grayscale 

feature accuracy results 

 Accuracy 

Mean 50.57 

STD 3.42 

Max 55.70 

Min 46.49 

 

Table 10. Second scenario grayscale feature accuracy results 

 Accuracy 

Mean 49.65 

STD 4.38 

Max 56.14 

Min 45.61 

Table 11 presents the results of binary feature experiments under two different scenarios: 

architecture [7, 34, 2] and architecture [7, 14, 2], as shown in Table 12. We combined all the features to 

be tested in classifying the types of bean leaves. The outcomes of these comprehensive experiments are 

detailed in Table 13, with results from the first scenario (architecture [69, 138, 2]) and the second scenario 

(architecture [69, 69, 2]) provided in Table 14. 
Table 11. First scenario binary 

feature accuracy results 

 Accuracy 

Mean 38.73 

STD 5.24 

Max 45.61 

Min 28.51 

 

Table 12. Second scenario 

binary feature accuracy results 

 Accuracy 

Mean 33.95 

STD 1.66 

Max 35.53 

Min 32.02 

 

Table 13. First scenario all 

feature accuracy results 

 Accuracy 

Mean 87.37 

STD 1.94 

Max 89.04 

Min 82.46 

 

Table 14. Second scenario all 

feature accuracy results 

 Accuracy 

Mean 82.46 

STD 8.98 

Max 91.23 

Min 64.04 

 

Table 15. Accuracy evaluation 
 RGB L*a*b HSV Grayscale Biner All 

Backpropagation 72.675 81.623 82.28 50.571 38.728 87.37 

SVM 28.51 40.35 61.4 21.05 32.46 27.63 

 

The subsequent process involves evaluating the accuracy of the Backpropagation and SVM 

methods based on the image features, and the results are detailed in Table 15. Notably, in Table 15, the 

RGB features that demonstrate the highest accuracy values are the HSV features, whether employing 

the Backpropagation or SVM methods. The accuracy evaluation of bean leaf species classification is 

depicted in Figure 5. It is evident from the results that the Backpropagation method attains the highest 

accuracy when utilizing all 69 features. However, it is important to note that the SVM method, when 

applied to all 69 features, yields very low accuracy. 
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Fig. 5. Evaluation 

In previous research [1], leaf recognition involved the utilization of 22 features, and it was 

determined that the most optimal feature was the edge Fourier transform feature. This recognition 

method employed SVM, achieving an accuracy rate of 92.53% [1]. In another study [2], feature extraction 

was carried out using 16 features, and a subset of the best five features was identified for leaf 

recognition, resulting in an impressive accuracy of 96.8% with the SVM method. Research [3] adopted 

morphological features and the Fourier transform method for leaf recognition, employing the Neural 

Network, and reached a 96% accuracy rate. Meanwhile, in a separate investigation [16], the LBP feature 

was used for leaf recognition in conjunction with the Extreme Learning Machine (ELM) method, 

achieving an accuracy of 92.92%. Research [15] involved feature extraction using LBP-HF and employed 

a recognition method based on calculating similarity distances. 
 

4. Conclusion 

This study proposes the optimization of feature selection for bean leaf images. The feature selection 

process involves evaluating features based on their correlation with the type of bean leaf image. The 

study utilizes images in different color spaces, including RGB, L*a*b, HSV, Grayscale, and Binary, and 

extracts a total of 69 features from these images. Among these features, the most strongly correlated one 

in bean leaf images is STD b in the L*a*b image. The classification methods used for leaf image features 

are Backpropagation and SVM. When evaluating the classification methods, the study found that the 

two highest-performing methods were applied to HSV images. Backpropagation achieved an accuracy 

of 82.28, while SVM achieved an accuracy of 61.4. For future research, it is suggested to explore 

additional features and their potential impact on improving the classification of bean leaf images. 
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