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Imbalanced data refers to a condition that there is a different size of samples 

between one class with another class(es). It made the term “majority” class that 

represents the class with more instances number on the dataset and “minority” 

classes that represent the class with fewer instances number on the dataset. Under 

the target of educational data mining which demands accurate measurement of 

the student’s performance analysis, data mining requires an appropriate dataset 

to produce good accuracy. This study aims to measure the resampling method’s 

performance through the classification process on the student’s performance 

dataset, which is also a multi-class dataset. Thus, this study also measures how 

the method performs on a multi-class classification problem. Utilizing four public 

educational datasets, which consist of the result of an educational process, this 

study aims to get a better picture of which resampling methods are suitable for 

that kind of dataset. This research uses more than twenty resampling methods 

from the SMOTE variants library. as a comparison; this study implements nine 

classification methods to measure the performance of the resampled data with the 

non-resampled data. According to the results, SMOTE-ENN is generally the 

better resampling method since it produces a 0,97 F1 score under the Stacking 

classification method and the highest among others. However, the resampling 

method performs relatively low on the dataset with wider label variations. The 

future work of this study is to dig deeper into why the resampling method cannot 

handle the enormous class variation since the F1 score on the student dataset is 

lower than the other dataset. 
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1. Introduction 

Imbalanced data classification is a common problem in data mining [1]. Imbalanced data refers to a 

condition that there is a different size of samples between one class with another class(es). The term 

"majority" class represents the class with more instances number on the dataset, and "minority" classes 

represent the class with fewer instances number on the dataset [2]. Imbalanced data can be 

encountered in various fields of applications such as financial services [3], [4], healthcare[5], [6], 

blockchain[7], [8], and educational data mining [9]–[14]. Any imbalanced problem will affect the 

classification’s performance because the model will only be well-trained toward the majority class on 

the dataset as its data amount is more significant than the other class(es). The behavior will produce a 

biased result and favor the majority class over the minority class(es). The aim is to provide the 

classification model with a fair condition of a dataset with relatively the same amount of data for each 

class(es). Under the assumption that the same amount of data of each class(es) will give an unbiased 

result because the amount of the data supplied toward the model is the same. 

 Particularly, educational data mining is emerging as it can provide quality education for 

students to enhance academic performance according to their study records that are processed using 

machine learning methods [15]. Research on educational data mining is increasing due to the benefits 
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obtained from the acquired knowledge of the machine learning processes. It improves the institution's 

decision-making toward learning outcomes and planning [16]. Under the target of educational data 

mining which demands accurate measurement of the student's performance analysis, data mining 

requires appropriate datasets to produce good accuracy [11]. However, getting a good classification 

accuracy with the imbalanced data for each class is impossible as it decreases the effectiveness of the 

classifier's performance [9], [11]. The stated potential problem then triggered several studies toward 

the imbalanced class handling on educational datamining fields. The studies mainly focused on how 

the data should be treated to make the classification produced fair result. There are two mechanisms 

to overcome the imbalanced class problem: the data-level approach and the algorithmic approach [9]. 

According to the reseach by [9], algorithmic level approach works less efficiently toward the high ratio 

of imbalanced data and that alone makes the data level approach more popular to handle imbalanced 

dataset. The data-level approach is mainly focusing on resampling data mechanisms. It is about how 

to make a balanced amount of data for each class by utilizing the deletion mechanism (undersampling) 

or data synthesis mechanism (oversampling). The current development of imbalanced class handling 

is proposing a hybrid resampling mechanism that combines any undersampling method and any 

oversampling method to negate each other drawbacks. 

 As the data from the educational fields cannot be ensured to be in good condition whether it is 

caused by imbalanced data or other dataset problem, this research want to answer several question 

such as: (1) How would the resampling mechanism affects the classification performance;  (2) How 

would any resampling method affected with the imbalanced ratio of a dataset; (3) How would 

resampling methods affects the multi-classification problem. 

2. Materials and Methods 

Several studies conducted regarding imbalanced problem in educational dataset. Imbalanced 

distribution of a dataset is a crucial problem that affects the classification performance. Hence, there 

are various study about imbalanced class or imbalanced data handling. 

 The algorithmic level approach relies on specific classifiers to classify the imbalanced dataset 

with preferable classification output. Cost-sensitive learning, bagging, boosting, and stacking are well-

known for algorithmic-level approaches [17]. The data-level approaches favor solving the imbalanced 

class problem more than the Algorithmic level approaches. The data level approach becomes more 

valuable as there are studies conducted utilizing such an approach to overcome imbalanced class 

problems [2], [10],[18]–[23]. 

 The data level approach has two unique mechanisms: random under-sampling and random 

oversampling [24]. Random oversampling is randomly generating duplicates from the minority class, 

while random under-sampling is deleting random instances from the majority class. Even though the 

excessive use of oversampling would lead to overfitting, excessive use of the under-sampling would 

lead to information loss [25]. Hence, there are several hybrid resampling methods or enhancements to 

the previous oversampling methods to prevent the overfitting problem, such as SMOTE-Tomek [26], 

SMOTE-ENN [27], BorderlineSMOTE [28], Geometric SMOTE [29] and other SMOTE variants and 

derivatives [8]. 

This research consists of two primary processes, which are the data preparation process and the 

classification process. In the data preparation stage, several steps are needed, such as data acquisition, 

data preprocessing (resampling), and training-testing data split. In the classification stage, the dataset 

is divided into two scenarios which are the classification process on the train-test split dataset, and the 

classification process on the full dataset using cross-validation. 

http://doi.org/10.26594/register.v10i1.3397
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Fig. 1. Research Flowchart 

2.1. Data Acquisition  

This research utilizes four public datasets retrieved from either Kaggle or UCI repository. Those 

datasets are students’ performance data classified into several labels (class) and have different 

imbalance ratios. Table 1 Shows the dataset description used in this study. 
Table 1. Dataset Description 

 Dataset 

xAPI-edu-

data [30] 

Student Performance 

Dataset Por [31] 

Student Performance 

Dataset Math [31] 

Student’s Grade 

Dataset [32] 

Number of Attribute 16 33 33 22 

Class variation 3 4 4 7 

Missing Values No No No No 

Number of Instance 480 649 649 1203 

Imbalance ratio 1 : 1.6 1 : 21.8 1 : 4.2 1 : 10.7 

 The imbalanced ratio is shown in Table 1 and is calculated by dividing the majority class 

instance number and (lowest) minority instance number since it is a multi-class dataset. The following 

figures show the class distribution on each dataset. 

 
(a)           (b) 

 
(c) 

Fig. 2. Class Distribution: (a) X-API dataset; (b) Por dataset and (c) Math dataset 
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Fig 3. Student dataset 

 Fig 1 and Fig 2 shows the visual distribution of each dataset based on class(es). Can be seen that 

the data is suffered an imbalanced class. The chart description is the x-axis is the encoded class of the 

dataset and the y-axis is the number of instances for each class(es). 

2.2. Resampling 

The imbalanced condition is found at the very start of the data mining process, which is in the data 

acquisition step. When the dataset is known to be imbalanced, one of the preprocessing steps is 

handling the imbalanced problem using the resampling mechanism. Any classification procedure 

should be carried out to know the quality of the resampled data. Therefore, it needs a whole data 

mining process to implement and evaluate the resampling method on a dataset. This study applies 

several scenarios of the resampling–classification process to get a complete and more comprehensive 

measurement result. It will also help determine which resampling method is generally better 

according to the dataset’s imbalance state and the classification method’s result. 

 
Fig 4. Resampling Stage  

 As shown in Fig. 4 the collected dataset which are already explained in the previous section that 

have imbalanced class problem will be resampled. The resampling mechanism used in this study are 

replicating the methods from previous study and state of the art research product which are either 

oversampling method and hybrid method. Based on the current existing hybrid model SMOTE-

Tomek [26], this study do an experiment on a hybrid method that combining ADASYN oversampling 

method and Tomek-Links undersampling method. Under the knowledge that ADASYN is developed 

from SMOTE oversampling method and said to be better than SMOTE. Based on that assumption, the 

hypothesis are ADASYN-Tomek will likely performs better than SMOTE-Tomek because the 

ADASYN method is a better version of SMOTE. The mechanism of the experimental resampling 

method are as follows: 

1. The imbalanced dataset will be oversampled using ADASYN oversampling method. 

2. The oversampled dataset will be the input to the Tomek undersampling method. 

3. The balanced dataset produced. 

3. Results and Discussion 

3.1. Resampling Result 

In this section, the result of each process will be provided, along with an explanation of the results. 

The first step of the research, which is resampling steps, the resampling visualization of each dataset 

using one of the resampling methods used in this study (ADASYN-Tomek), can be seen in Fig 6. to 

Fig 10. 
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(a)      (b) 

Fig 5. Resampling Result: (a) Por dataset and (b) Math dataset 

 
(a)      (b) 

Fig 6. Resampling Result: (a) X-Api dataset and (b) Student dataset 

 The sample resampling method in the figure is ADASYN-Tomek. The dataset is oversampled 

using ADASYN in the first process, then resampled the second time using the TomekLinks under-

sampling method. The results of the resampling method made the dataset not strictly equal in class 

instances number but still relatively balanced. 

3.2. Classification Result 

After each resampling process, the dataset is classified using the mentioned classification algorithm. 

To determine how good the classification with imbalanced dataset can be seen from the F1-score. F1-

score can be interpreted as weighted average or harmonic mean of precision and recall. The best value 

of F1-score is 1 and the worst will be at 0. Table 2 shows the highest F1-score among all datasets' 

resampling and classification methods using both splitting and cross-validation evaluation metrics. 

Table 2. Experiment Result 

80:20 splitting 

Classifiers 

Dataset 

xAPI Por Math Student 

Logistic Regression 
SMOTEENN 

(0,86) 

DEAGO 

CURE-SMOTE 

Trim-SMOTE 

MWMOTE 

(0,93) 

Trim-SMOTE 

(0,92) 

Trim-SMOTE 

(0,79) 

K-NN 
ENN 

(0,95) 

SMOTEENN 

(0,9) 

SMOTEENN 

(0,9) 

SMOTEENN 

(0,86) 

CART 
SMOTEENN 

(0,87) 

SMOTEENN 

(0,96) 

SMOTEENN 

(0,93) 

SMOTEENN 

(0,84) 

Random Forest 
SMOTEENN 

(0,95) 

MCT 

(0,97) 

SMOTEENN 

Polynom-fit-

SMOTE 

(0,96) 

SMOTEENN 

(0,9) 

SVM 
SMOTEENN 

(0,88) 

Borderline-SMOTE1 

LLE-SMOTE 

(0,92) 

Trim-SMOTE 

(0,9) 

SMOTEENN 

(0,86) 

STACKING 
ENN 

(0,93) 

SMOTEENN 

(0,97) 

SMOTEENN 

(0,96) 

SMOTEENN 

(0,91) 
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80:20 splitting 

Classifiers 

Dataset 

xAPI Por Math Student 

XGBoost 
SMOTEENN 

(0,97) 

SMOTEENN 

Borderline-SMOTE1 

Cure-SMOTE 

SMOTE-D 

(0,95) 

SMOTE-IPF 

(0,94) 

ENN 

(0,93) 

XGBRF 
SMOTEENN 

(0,88) 

ENN 

(0,95) 

Polynom-fit-

SMOTE 

(0,94) 

Trim-SMOTE 

(0,78) 

AdaBoost 
Trim-SMOTE 

(0,88) 

ANS 

(0,86) 

LLE-SMOTE 

Cure-SMOTE 

(0,89) 

Trim-SMOTE 

(0,68) 

K-Fold 

Classifiers 

Dataset 

xAPI Por Math Student 

Logistic Regression SMOTEENN 

(0,88) 

SMOTENN 

Trim – SMOTE 

(0,92) 

SMOTEENN 

(0,89) 

Trim-SMOTE 

(0,77) 

K-NN SMOTE 

(0,97) 

SMOTENN 

(0,94) 

SMOTEENN 

(0,9) 

SMOTEENN 

(0,91) 

CART SMOTEENN 

(0,89) 

SMOTENN 

(0,94) 

SMOTEENN 

(0,93) 

SMOTEENN 

(0,94) 

Random Forest SMOTEENN 

(0,91) 

SMOTENN 

(0,97) 

SMOTEENN 

(0,95) 

SMOTEENN 

(0,91) 

SVM Trim-SMOTE 

(0,90) 

LLE-SMOTE 

(0,9) 

SMOTE-IPF 

(0,85) 

SMOTEENN 

(0,88) 

STACKING SMOTEENN 

(0,94) 

SMOTEENN 

(0,98) 

SMOTEENN 

(0,96) 

SMOTEENN 

(0,93) 

XGBoost SMOTEENN 

(0,93) 

SMOTEENN 

(0,96) 

SMOTEENN 

(0,95) 

SMOTEENN 

(0,83) 

XGBRF Trim-SMOTE 

(0,89) 

Borderline-SMOTE1 

Polynom-fit-SMOTE 

LLE-SMOTE 

DEAGO 

Cure-SMOTE 

(0,93) 

Polynom-fit-

SMOTE 

(0,93) 

Trim-SMOTE 

(0,79) 

AdaBoost SMOTE-Tomek 

(0,97) 

ENN 

(0,86) 

Cure-SMOTE 

(0,9) 

Trim-SMOTE 

(0,71) 

 Each resampling method preserved its default parameter as the experiment was carried out. 

The same goes for the classification methods. In the Table 2, each scenario on each dataset performs 

differently. In most scenarios, SMOTEENN performs better than any other resampling method with 

good accuracy results on the classifier performance proven on both evaluation metrics. The 

SMOTEENN resampling method is a good pair with any classification method to handle the 

imbalanced class problem. However, other resampling methods include ENN, Trim-SMOTE, 

Polynom-fit-SMOTE, LLE-SMOTE, DEAGO, Cure-SMOTE, Borderline-SMOTE1, MCT, MWMOTE, 

SMOTE, and SMOTE-Tomek can outperform SMOTEENN in some cases, among all of the results on 

Table 2, the highest F1 score produced by Stacking classification method and SMOTEENN resampling 

with 0,98 under k-fold evaluation metric, which slightly higher than the splitting evaluation metric 

with 0,97 on the same pair plus XGBoost and SMOTEENN pair with the same F1 score. 
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3.3. Influence of resampling method on classification’s performance 

This research utilizes many resampling methods to measure the resampled dataset during the 

classification process. On the first dataset (x-API), the average of all classification methods on every 

resampling technique produced a 0,78 F1 score which is a decent score. When broken down to each 

classification method’s average F1 scores on every resampling technique, Random Forest produced 

the highest with 0.86 and is measured using 80:20 splitting evaluation. 
Table 3. Average F1 Score Of Each Classifier On X-api Data 

 

Classifier 

Average F1 Score on Every 

Resampling technique 

No- resampling classification 

result 

Logistic Regression 0,75 0,69 

K-NN 0,72 0,63 

CART 0,78 0,71 

Random Forest 0,86 0,8 

SVM 0,69 0,60 

Stacking 0,81 0,77 

XGboost 0,84 0,75 

XGBRF 0,78 0,74 

Adaboost 0,73 0,68 

Table 4. Average F1 Score Of Each Classifier On Por Data 

 

Classifier 

Average F1 Score on Every 

Resampling technique 

No- resampling classification 

result 

Logistic Regression 0,87 0,78 

K-NN 0,76 0,51 

CART 0,87 0,71 

Random Forest 0,92 0,8 

SVM 0,84 0,59 

Stacking 0,93 0,81 

XGboost 0,92 0,81 

XGBRF 0,87 0,83 

Adaboost 0,59 0,70 

Table 5. Average F1 Score Of Each Classifier On Math Data 

Classifier Average F1Score on Every 

Resampling technique 

No- resampling classification 

result 

Logistic Regression 0,82 0,78 

K-NN 0,69 0,57 

CART 0,83 0,78 

Random Forest 0,90 0,83 

SVM 0,74 0,54 

Stacking 0,89 0,82 

XGboost 0,89 0,82 

XGBRF 0,87 0,83 

Adaboost 0,78 0,90 

Table 6. Average F1 Score Of Each Classifier On Student Data 

 

Classifier 

Average F1Score on Every 

Resampling technique 

No- resampling classification 

result 

Logistic Regression 0,43 0,24 

K-NN 0,61 0,25 

CART 0,57 0,28 

Random Forest 0,67 0,26 

SVM 0,60 0,22 

Stacking 0,64 0,28 

XGboost 0,59 0,31 

XGBRF 0,48 0,28 

Adaboost 0,40 0,30 

 From Table 3 to 6, it can be seen that the resampling method improves most of the 

classification’s performances, with Random Forest producing the best average F1 Score among 

http://doi.org/10.26594/register.v10i1.3397
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all of the classification results. Some differences occur on the Por dataset, which produced the 

best F1 score average under the Stacking classification; Adaboost produced the highest F1 Score 

(0,90) among all the no-resampling results on the Math dataset. Although all differences 

happened in the experiment result, the goal of this study has been fulfilled in that most of the 

resampling methods enhance the classification result compared to the no-resampling scenario. 

3.4. Influence of dataset condition toward classification’s performance 

According to Table 2, each resampling and classification method's performance differs on each dataset. 

Especially the student dataset, which is compared to the other dataset. The dataset has more class 

variation than the other, which may cause differences in the method's performance. With the broader 

variation of class and imbalance scale of each class, the methods may find it hard to synthesize the 

minority sample. There are way too many classes that exist. Compared to the Por and Math datasets 

with the relatively same imbalanced condition, the resampling and classification method can perform 

well and produce a better score when compared head-to-head on each classification method's result 

with the student dataset. 

 From this study can be infered that the class variation may influence the method's performance, 

but it must also be solidly proven. The highest result (accumulatively) was produced by most of the 

classification and resampling methods on the Por and Math datasets, which have four label variations. 

The imbalanced degree between the majority and the minority class are 1:21 and 1: 4,2 imbalanced 

ratio, respectively.  

The results show varying results from all the resampling scenarios of the imbalanced dataset 

with different imbalance ratios. It is mainly affected by the different imbalanced ratios, which lead to 

the quality of the synthesized data from the resampling mechanism. However, the classification 

method shows that the resampled dataset produced better results than the original dataset. 

According to the earlier-stated research question, the answer based on the finding of this 

research will be concluded. First, the resampling method's impact on classification results according 

to Table 3 to 6 in general. In a specific way, Random Forest dominates almost every scenario on every 

dataset. The best resampling method that can improve the results according to the experiment is the 

SMOTEENN resampling method, even though it excels on different classifiers on every dataset. It can 

be inferred that the resampling method cannot be steady on different dataset conditions or may cause 

the evaluation metrics (splitting and k-fold). 

The different condition of imbalance between datasets (Imbalance Ratio) affects each classifier's 

performance. It may be caused by the performance of the resampling method in synthesizing the data. 

For example, on the Por dataset, SMOTE-ENN classified using Stacking produces a 0,97 F1 score, while 

with the same resampling and classifier on the student dataset, it produces only a 0,13 F1 score. 

Although all differences happened in the experiment result, the goal of this study has been fulfilled in 

that most of the resampling methods enhance the classification result compared to the no-resampling 

scenario.  

Third, according to the result in Table 3 to 6, all of the resampling methods can handle the multi-

classification problem well, as the classification's method performance are great too. The resampling 

method can give a synthetic dataset that can be used for a well-performed classification. 

4. Conclusions 

Data mining can help in any way possible in education, yet the interaction between data and methods 

can differ. Hence, experimental research in searching for the most suitable methods for a specific 

dataset must be done first. Multiclass classification with an imbalanced class is a specific task that 

needs a specific sequence of methods to work with to produce a good amount of accuracy. The best 

sequence found from this study uses SMOTEENN as the resampling method and utilizes the Random 

Forest or Stacking classification method. The future work of this study is to dig deeper into why the 

resampling method cannot handle the enormous class variation since the F1 score on the student 

dataset is lower than the other dataset. 
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