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Dota 2, a Multiplayer Online Battle Arena game, is widely popular among 

gamers, with many attempting to create efficient artificial intelligence that can 

play like a human. However, current AI technology still falls short in some 

areas, despite some AI models being able to play decently. To address this 

issue, researchers continue to explore ways to enhance AI performance in Dota 

2. This study focuses on the process of developing artificial intelligence code 

in Dota 2 and integrating the particle swarm optimization algorithm into Dota 

2 Team's Desire. Although particle swarm optimization is an old evolutionary 

algorithm, it is still considered effective in achieving optimal solutions. The 

study found that PSO significantly improved the AI Team's Desire and 

enabled it to win against Default AI of similar levels or players with low MMR. 

However, it was still unable to defeat opponents with higher AI levels. 

Furthermore, this study is expected to assist other researchers in developing 

artificial intelligence in Dota 2, as the complexity of the development process 

lies not only in AI but also in language, structure, and communication between 

files. 
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1. Introduction 

Games are becoming increasingly significant in society, serving not only as entertainment purposes but 

also for education and skill development, especially among children. This trend is driven by rapid 

advancements in technology and game content. As a result, research in the field of gaming has also 

expanded, including areas such as game theory [1]–[3], game design [4]–[6], and artificial intelligence 

[7]–[10]. However, each study in this field is often dependent on the specific genre or type of game being 

studied, as each game possesses unique concepts, mechanics, and settings. Among the most popular 

game genres today is the Multiplayer Online Battle Arena (MOBA) [11]. First introduced in 2003, MOBA 

games gained immense popularity in 2016, especially on mobile platforms, which is due to improved 

mobile technology. Currently, there are around 401 MOBA games, each with its distinctive features2. 

 Although MOBA games are a relatively new genre, they are actually a subset of the long-

established real-time strategy (RTS) genre [12].  In RTS games, players focus on using characters’  or 

teams’ abilities to develop effective strategies for victory. Different games offer various strategies and 

approaches, such as resource acquisition, unit formation, and unit positioning.  As a branch of RTS, 

MOBA games also demand well-planned strategies to succeed. Common tactics in MOBA games 

include character selection, player movement, attack coordination, item choice, and skill selection. This 

strategic complexity makes MOBA games both exciting and challenging to play. 

 
1  Based on Wikipedia on the link https://en.wikipedia.org/wiki/List_of_multiplayer_online_battle_arena_games. However, because 

Wikipedia is a knowledge website that is inputted by various groups of people and not experts, the accuracy does not reach 100%. 
2 Although every game has its unique features, the MOBA genre must maintain the concept of fairness [34]. Without fairness, the game will 

be unbalanced, resulting in one-sided gameplay. 
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Dota 2 is one of the most popular MOBA games, boasting a massive fanbase, including 

international communities and E-Sports tournaments [13]. However, not all players can compete at a 

high level,  so many opt for the game mode against artificial intelligence or “BOTs” to practice 

individually or with their teams. Although various communities have developed  AI for Dota 2, only a 

few effectively compete against experienced players. To date, only one officially published study [14], 

[15] has successfully created an AI capable of playing at a professional level, but it made the game too 

challenging for general enjoyment.  Developing AI in Dota 2  poses significant challenges due to the less 

commonly used programming language, complex file structure, and intricate game strategies.  

Consequently,  research on  AI in Dota 2 is limited, with most studies focusing on predicting victory 

based on hero selection [16] or analyzing gameplay patterns [17]. 

Particle Swarm Optimization (PSO) is used in this study for two main reasons: its balance 

between exploitation and exploration3 and its support for integer representations,  which are essential 

here.  Despite being a well-established algorithm,  PSO remains widely used across various research 

fields [18]–[23]. Compared to the newer evolutionary algorithms [24], PSO is notably popular,  partly 

because it is relatively easy to learn and apply to different problems. Using PSO as the primary 

algorithm for developing artificial intelligence in Dota 2 is a logical choice,  given its advantages in 

handling optimization problems with discrete or continuous variables, as well as its simplicity in 

implementation and parameter tuning. However the choice of algorithm should be aligned with the 

specific problem and the desired performance criteria; in some cases, other evolutionary algorithms, 

such as Genetic Algorithms (GA), may outperform PSO.  

2. Materials and Methods  

2.1. Dota 24 with All-Pick Mode 

As noted earlier, Dota 2 is a highly popular MOBA game with a complex gameplay system offering a 

variety of modes5,  such as All Pick, Turbo Mode, Ranked All Pick, New Player Mode, Play Vs Bots, 1 

vs 1 Solo Mid, and more. Since this research  focuses on enhancing team strategy in Dota 2 using 

evolutionary algorithms, the key components that will be utilized are: (1) All Pick Mode; (2) The Heroes 

that have been used are Sniper, Gyrocopter, Wraith King, Necropos, and Lion; (3) The selected item will 

be fixed according to the Heroes used; (4) The selected skill will also be fixed according to the Heroes 

used; (5) This research will improve team strategy by controlling the team's desire. To better understand 

the research methodology used in this study, it is essential to have a deeper understanding of Dota 2’s 

gameplay mechanism, programming languages, file structures, and methods for incorporating 

Artificial Intelligence into the game. 

2.2. Gameplay All Pick Mode [25] 

The All Pick mode, one of the most commonly used modes in Dota 2, will be utilized in this research to 

test the team’s strategies. This mode is ideal for strategy,  as it allows players to select any Hero available 

in the game. The rules for All Pick Mode include: (1) Players can choose any Hero; (2) 75 seconds for 

Hero selection time; (3) 75 seconds for pre-creep time; (4) The player loses 2 gold per second if they 

didn’t pick any Heroes after time out; (5) The first team that destroys the ‘Throne’ of the enemy will 

win; (6) Players can choose the same heroes. Apart from the 6 special rules above, how to play this mode 

is shown in Figure 1.  

In Figure 1, the color Cyan represents the Radiant team, while White represents the Dire team. 

The game begins at the initial position (S) from which Heroes can move in any direction on the map. To 

achieve the main objectives of this mode, each Hero must defend or attack the tower (T)  in their 

respective lanes. Every 30 seconds, Creeps (NPC)  spawn in all lanes and advance toward the enemy’s 

area.  Heroes gain levels by defeating enemy Creeps or Heroes, which strengthens them. Additionally, 

Heroes can grow stronger by collecting Runes (R) or defeating Roshan (RO) to support an attack on a 

random lane. Runes appear every 2 minutes at random locations, with 8 types in Dota 2: Double 

Damage, Haste, Illusion, Regeneration, Invisibility, Arcane, Bounty, and Water. The game concludes 

when one team destroys the opposing team’s Throne (TH). 

 
3 These two concepts are important for evolutionary algorithms because they can support each other between searching for old values and 

new values. 
4 This study uses Dota 2 version 7.3.2. For newer versions, further research should be carried out. 
5 Taken from the Dota 2 website: https://dota2.fandom.com/wiki/Game_modes 
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(a)                                                                                                        (b) 

Fig. 1. Dota 2 Map: (a) Object Marking and (b) Game Movement 

2.3. Dota 2 Artificial Intelligence Scripting6 

The scripting language used in Dota 2 is Lua [26], which has full access to the game's API. The API 

provides information on game state conditions, unit locations, skill cooldown values, and other data 

relevant to gameplay. However, the API includes limitations to prevent cheating, such as restricting 

control over creep units or other player’s units. In Dota 2, there are three levels of evaluation and 

decision-making: Team Level, Mode Level, and Action Level. The Team Level guides each agent to 

move in alignment with the designated strategy, while the Mode and Action Levels are decisions made 

by each agent during specific game activities,  like laning, attacking, shopping, and more. Table 1 lists 

Dota 2 activity groups by level. 
Table 1. Dota 2 AI Level 

Team Level Mode Level Action Level 
Push Each Lane Laning Moving to a Location 

Defend Each Lane Attack Attacking a Unit 
Farm Each Lane Roam Using an Ability 

Roam Retreat Purchasing an Item 
Kill Roshan Secret Shop Etc. 

 Side Shop  
 Rune  
 Push Tower Top  
 Push Tower Mid  
 Push Tower Bot  
 Defend Tower Top  
 Defend Tower Mid  
 Defend Tower Bot  
 Assemble  
 Team Roam  
 Farm  
 Defend Ally  
 Evasive Maneuvers  
 Roshan  
 Item  
 Ward  

For bot scripts to be uploaded and executed on the Dota 2 server, they must be placed in the 

game/dota/scripts/vscripts/bots folder. This step is essential in the development process as the server 

recognizes AI scripts only from this specific folder. This setup helps prevent cheating and ensures that 

the AI  runs through the Dota 2 server. Additionally, the API  for bot script development is designed to 

allow for easy modification of various elements, enabling seamless selection and management of 

functions and files. Table 2 outlines the steps for overwriting the Dota 2 AI script. 

 

 

 

 
6 Taken from Dota 2 Developer Guide: https://developer.valvesoftware.com/wiki/Dota_Bot_Scripting 
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Table 2. Dota 2 Code Overwrite 
Scope Overwrite File Name Overwrite Function 
Complete Takeover bot_[Hero Name].lua (Example: bot_lina.lua), if you 

want to overwrite all bots then change Hero Name 
with generic 

Think() 

Mode Overwrite mode_[Mode Name]_[Hero Name].lua (Example: 
mode_laning_lina.lua), if you want to overwrite all 

bots then change Hero Name with generic 

GetDesire() 
OnStart() 
OnEnd() 
Think() 

Ability and Item 
Usage 

ability_item_usage_[Hero Name].lua (Example: 
ability_item_usage_lina.lua), if you want to 

overwrite all bots then change Hero Name with 
generic 

ItemUsageThink() 
AbilityUsageThink() 
CourierUsageThink() 
BuybackUsageThink() 
AbilityLevelUpThink() 

Minion Control item_purchase_[Hero Name].lua (Example: 
item_purchase_lina.lua), if you want to overwrite 

all bots then change Hero Name with generic 

MinionThink(hMinionUnit) 

Team Level Desires team_desires.lua TeamThink() 
UpdatePushLaneDesires() 

UpdateDefendLaneDesires() 
UpdateFarmLaneDesires() 

UpdateRoamDesire() 
UpdateRoshanDesire() 

Hero Selection hero_selection.lua Think() 
UpdateLaneAssignments() 

GetBotNames() 

In this research, the team-level desires file will be overwritten to manage the five components of 

the team level, as listed in Table 1. Each component has a specific function and value,  detailed in Table 

3, with each function being called every frame. Typically, the return value of these functions is fixed or 

rule-based. However, this study will use Particle Swarm Optimization to determine the optimal return 

value for each frame. By applying an evolutionary algorithm, more dynamic values can be assigned to 

team desires, allowing the AI  to evaluate its current conditions in each frame before selecting the best-

desired values to apply. 
Table 3. Dota 2 Team Level 

Team Level Function Name Function Return Value 
Push Each Lane UpdatePushLaneDesires() 3 floating values between 0 

and 1, represent the top lane, 
middle lane, and bottom 

lane 
Defend Each Lane UpdateDefendLaneDesires() 3 floating values between 0 

and 1, represent the top lane, 
middle lane, and bottom 

lane 
Farm Each Lane UpdateFarmLaneDesires() 3 floating values between 0 

and 1, represent the top lane, 
middle lane, and bottom 

lane 
Roam UpdateRoamDesire() Floating values between 0 

and 1 and Heroes that 
become roam target 

Kill Roshan UpdateRoshanDesire() Floating values between 0 
and 1, represent the desire to 

kill Roshan 

2.4. Particle Swarm Optimization [27]–[30] 

Particle Swarm Optimization is one of the earliest evolutionary algorithms.  It was the first to introduce 

a floating-point representation, allowing for faster processing of candidate solutions compared to 

permutation representations. This floating-point representation is particularly suitable for this study, as 

all data that needs to be modified and managed regarding the team's desire consists of float values. 

Figure 2 illustrates the Particle Swarm Optimization algorithm used in this research, which has been 

adapted for the implementation of team's desired in Dota 2. 
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Fig. 2. Particle Swarm Optimization Algorithm 

For each particle, updates are performed using formulas (1) and (2). Formula (1) adjusts the 

particle’s velocity,  while formula (2) updates the particle’s value,  commonly referred to as the particle’s 

position. Particles will continue to be updated for each game frame until the game concludes. The best 

value generated by PSO will be applied as the desired value for the team in that frame. 

𝑉𝑖 = 𝑤 ∗ 𝑉𝑖 +  𝐶𝑝 ∗  𝑅𝑝 ∗ (𝑃𝑖 −  𝑋𝑖) + 𝐶𝑔 ∗ 𝑅𝑔 ∗ (𝐺𝑖 − 𝑋𝑖)                       (1) 

𝑋𝑖 =  𝑋𝑖 +  𝑉𝑖                         (2) 

Where X = position, V = velocity, w = inertia weight, Cp = constant for particle best, Cg = constant for 

global best, Rp and Rg = random value between 0 and 1, P = best value for each particle, and G = best 

particle in this population.  

2.5. Dota 2 Team’s Desired Representation 

In this study, the desired team strategy is represented by a vector  consisting of 12 elements: 3 for push 

lanes, 3 for defending lanes, 3 for farming lanes, 2 for roaming, and 1 for killing Roshan. Each element 

corresponds to a specific desire within the Dota 2 game. The 3 values for the push lane, defend lane, 

and farm lane correspond to the top lane, middle lane, and bottom lane, respectively. The 2 values for 

roaming indicate the team's desire to roam and the targeted heroes for ganking.  The single value for 

killing Roshan reflects the team's intention to attack and eliminate Roshan. Figure 3  illustrates this 

representation. 

 
Fig. 3. Team’s Desired Representation 

Each element in the vector representation will have a value ranging from 0 and 1. However, after 

the initialization process or when updating the particle values, the following post-processing steps will 

be carried out: (1) Clipping Value, if the value generated by PSO is below 0 or above 1, clipping is carried 

out according to formula 𝑋𝑖 = min (max(𝑋𝑖 , 0) , 1) so that the range of particle values does not change; 
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(2) Normalize Value, In particular, additional processing is required for lane representation, as it is 

common for the Push, Defend, and Farm strategies to have the same value. These three strategies have 

different purposes: Push is used to attack towers, Defend is for protecting towers, and Farms is aimed 

at maximizing gold and experience gained in the lane area.  Given these differences, this study 

normalizes the values for the push, defend, and farm strategies in each lane so that their total equals 1. 

Formula 4 is applied to normalize the values of the 3 strategies in each lane. 

𝑃𝐿 =  
𝑃𝐿

𝑃𝐿+𝐷𝐿+𝐹𝐿
,  

𝐷𝐿 =  
𝐷𝐿

𝑃𝐿+𝐷𝐿+𝐹𝐿
, 𝑎𝑛𝑑   

𝐹𝐿 =  
𝐹𝐿

𝑃𝐿+𝐷𝐿+𝐹𝐿
  (4) 

Where L is the representation of the calculated Lane. For example, if you want to calculate the Top Lane, 

replace all L with T. So the values used are PT, DT, and FT. 

At the end of the iteration, the best particle will be selected and applied to the Team Desired 

values. There are 2 types of implementation: the first is to apply the values directly, and the values for 

lanes and killing Roshan can be used without modification since they share the same range (between 0 

and 1). The second type involves preprocessing, as the Roam value cannot be used directly because it is 

intended for a single Hero. Therefore, using Table 4, the RT Value is utilized to select the Hero 

designated for Roaming (RD).  

Table 4. Distribution of RT Values  
RT Range Hero ID 
0.00 – 0.20 1 
0.21 – 0.40 2 
0.41 – 0.60 3 
0.61 – 0.80 4 
0.81 – 1.00 5 

2.6. Dota 2 Fitness Function 

In this research, the fitness function used is based on the team's overall net worth, which can accessed 

by the AI through the DOTA 2 API. The team's net worth serves as a strong indicator of its performance; 

a higher net worth typically suggests a stronger team. The fitness function is calculated for every frame 

using the team's net worth and is employed to evaluate the performance of each particle. Formula 5 

represents the fitness function used in this study. 

𝐹(𝑋) = ∑ 𝑆𝐿 ∗ 𝐹𝑆𝐿(𝑋) +  𝑅𝐷 ∗ 𝐹𝑅𝐷(𝑋) + 𝐾𝑅 ∗ 𝐹𝐾𝑅(𝑋)  (5) 

In this context, F(X) represents the fitness function, X denotes a particle, S  refers to the strategy 

used (Push, Defend, or Farm), L  indicates the lane being calculated (Top, Middle, Bottom), and F is the 

fitness function for each strategy. For each Push strategy, whether on the Top Lane (FPT), Middle Lane 

(FPM), or Bottom Lane (FPB), formula 6 is employed for the fitness calculation. 
𝐹𝑃𝐿(𝑋) = (3 − 𝑐𝑜𝑢𝑛𝑡𝐸𝑛𝑒𝑚𝑦𝑇𝑜𝑤𝑒𝑟𝐿) + (5 − 𝑐𝑜𝑢𝑛𝑡𝑁𝑒𝑎𝑟𝐸𝑛𝑒𝑚𝑦𝐻𝑒𝑟𝑜) + (5 − 𝑐𝑜𝑢𝑛𝑡𝐿𝑖𝑣𝑒𝐸𝑛𝑒𝑚𝑦𝐻𝑒𝑟𝑜) +

(𝑐𝑜𝑢𝑛𝑡𝐿𝑖𝑣𝑒𝑇𝑒𝑎𝑚𝐻𝑒𝑟𝑜)   (6) 

In this context, countEnemyTower represents the number of enemy towers that still exist in lane 

L, countNearEnemyHero denotes the number of enemy heroes near our AI, countLiveEnemyHero 

indicates the number of enemy heroes that are still alive, and countLiveTeamHero refers to the number 

of our heroes that still alive. For each Defend strategy, whether on the Top Lane (FDT), Middle Lane 

(FDM), or Bottom Lane (FDB), formula 7 is used for the fitness calculation. 
𝐹𝐷𝐿(𝑋) = (3 − 𝑐𝑜𝑢𝑛𝑡𝑇𝑒𝑎𝑚𝑇𝑜𝑤𝑒𝑟𝐿) + (𝑐𝑜𝑢𝑛𝑡𝑁𝑒𝑎𝑟𝐸𝑛𝑒𝑚𝑦𝐻𝑒𝑟𝑜) + (𝑐𝑜𝑢𝑛𝑡𝐿𝑖𝑣𝑒𝐸𝑛𝑒𝑚𝑦𝐻𝑒𝑟𝑜) + (5 −

 𝑐𝑜𝑢𝑛𝑡𝐿𝑖𝑣𝑒𝑇𝑒𝑎𝑚𝐻𝑒𝑟𝑜)   (7) 

In this context, countTeamTower represents the number of team towers that still exist in lane L. 

Last in strategy in lane is Farm strategy, for each of it whether on the Top Lane (FFT), Middle Lane 

(FFM), or Bottom Lane (FFB), formula 8 is used for the fitness calculation. 

𝐹𝐹𝐿(𝑋) = (5 −  𝑐𝑜𝑢𝑛𝑡𝑁𝑒𝑎𝑟𝐸𝑛𝑒𝑚𝑦𝐻𝑒𝑟𝑜) + (20 − ℎ𝑒𝑟𝑜𝐿𝑒𝑣𝑒𝑙) (8) 

In this context, heroLevel refers to the current level of the hero controlled by the AI. The 

maximum hero level in Dota 2 is 30;  however, this fitness function sets the maximum to 207,  as this 

level is considered optimal for prioritizing other strategies over farming strategies. The remaining 10 

 
7 Based on discussions with the Dota 2 community and trials conducted for max levels 20, 25 and 30. The best is at number 20. 
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levels, will increase gradually as the game progresses. For the Roam strategy, formula 9 is used as the 

fitness function. 

𝐹𝑅𝐷(𝑋) = ∑(1 −  𝑐𝑜𝑢𝑛𝑡𝑁𝑒𝑎𝑟𝐸𝑛𝑒𝑚𝑦𝑂𝑡ℎ𝑒𝑟𝐻𝑒𝑟𝑜) +  ∑(𝑐𝑜𝑢𝑛𝑡𝐻𝑒𝑟𝑜𝐼𝑛𝐿𝑎𝑛𝑒) (9) 

In this context, countNearEnemyOtherHero represents the number of enemy heroes surrounding 

our team. The fitness function takes into account the number of enemy heroes near our team and the 

number of heroes present in each lane. When only one enemy hero is nearby, the impact of the Roam 

strategy is greater compared to situations where multiple enemy heroes are present. Additionally, 

countHeroInLane is calculated to determine the number of heroes in each lane, which is crucial since 

each lane should have at least one hero to defend it. If no hero is guarding a lane, the Roam strategy 

should not be utilized, as it may result in enemy attacks on that lane. Finally, for the Kill Roshan strategy, 

formula 10 is used as a fitness function. 

𝐹𝐾𝑅(𝑋) = (𝑖𝑠𝑅𝑜𝑠ℎ𝑎𝑛𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 ? 48 ∶ 0) ∗ (5 − 𝑐𝑜𝑢𝑛𝑡𝐿𝑖𝑣𝑒𝐸𝑛𝑒𝑚𝑦𝐻𝑒𝑟𝑜) + 𝑐𝑜𝑢𝑛𝑡𝐿𝑖𝑣𝑒𝑇𝑒𝑎𝑚𝐻𝑒𝑟𝑜 (10) 

In this context, isRoshanAvailable indicates whether Roshan has appeared in the game. If  Roshan 

is present, he is assigned a weight of 4 because he is a game character capable of significantly altering 

the course of the match. This weight assignment is also influenced by the number of enemy players and 

team players who are still alive. If too many enemy players are alive, the team may struggle to secure a 

victory; conversely, if there are too few team players, the team may not be able to successfully kill 

Roshan. 

3. Results and Discussion 

Four trials were conducted in this study: PSO vs GA, AI vs AI, AI vs Player, and expert judgment. For 

each trial, a minimum of 3 matches was played to ensure that the results were valid and not simply due 

to luck9.  The trials utilized three difficulty levels: Easy, Normal, and Hard.  Although Dota 2 offers an 

Unfair level, it was not included in this study, as this level provides excessive advantages that can 

negatively impact the player's experience. The sections below will provide a more detailed explanation 

of each trial conducted. 

3.1. PSO vs Genetic Algorithm (GA) 

This trial involved a comparison of the algorithm used for enhancement. The GA algorithm [31]–[33] 

was chosen for comparison due to it is status as a classic evolutionary algorithm that remains widely 

applicable in various scenarios. Table 5 shows the results of the matches played by the two AIs. 
Table 5. PSO Enhanced AI Vs GA Enhanced AI Results10   

Easy (GA) Normal (GA) Hard (GA) 

Easy (PSO) 4 Win 0 Lose   

Normal (PSO)  3 Win 1 Lose  

Hard (PSO)   2 Win 2 Lose 

Each match in Table 5 was played four times, with both enhanced AIs using the same hero composition 

to ensure balanced gameplay. The results in Table 5 indicate that in easier matches, PSO outperforms 

GA, while their abilities are approximately equal in more difficult matches. This discrepancy can be 

attributed to PSO’s faster processing speed, which enables the AI to make quicker decisions. However, 

this speed advantage does not significantly enhance performance when the AI must prioritize not only 

rapid decisions but also high-quality ones. 

3.2. Enhanced AI Vs Default AI Trial 

The trial involved a comparison between the Dota 2 AI-enhanced by the team's desires and the default 

Dota 2 AI. This comparison was made to emphasize the research’s focus on team desires, while all other 

 
8 Trial is done for numbers 1 to 5. However, 4 is the best value. Numbers 1 to 3, do not trigger the AI's desire to attack Roshan even though 

the opponent's hero is dead. While the number 5, makes AI's desire to attack Roshan too domineering. Even though only 1 opponent's hero 

died, AI still attacked Roshan and made it easy for the opponent to take Roshan from AI's hands. 
9 Because the initial value of the evolutionary algorithm is a random value and the composition of the opponent's players is also not fixed 

if you only do one tryout, you will appear lucky either because of the random value or because your opponent chooses a hero that is easy to 

beat. 
10 We only do Easy (PSO) Vs Easy (GA), Normal (PSO) Vs Normal (GA), and Hard (PSO) Vs Hard (GA) because algorithm comparisons 

must be conducted under the same conditions to accurately assess the superiority of one algorithm over the other. 
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AI functions remained unchanged from the defaults provided by Dota 2. Table 6 shows the results of 

the matches played between the two AIs. 
Table 6. Enhanced AI Vs Default AI Results11   

Easy (Default) Normal (Default) Hard (Default) 

Easy (Enhanced) 3 Win 0 Lose 1 Win 2 Lose 0 Win 3 Lose 

Normal (Enhanced)  2 Win 1 Lose 0 Win 3 Lose 

Hard (Enhanced)   2 Win 1 Lose 

For each match in Table 6, either easy vs easy or another matchup was played 3 times. In every match, 

Enhanced AI consistently used the same Hero composition, while the Default AI  selected Heroes based 

on its own preferences. The results presented in Table 6 reflect the performance of the Enhanced AI. It 

is evident that incorporating team desires using PSO improves AI performance; however, it still 

struggles to compete effectively at different difficulty levels, such as Easy vs Normal or Easy vs Hard. 

This difficulty arises from the variations in decision-making speeds and action sets required at different 

levels. 

3.3. Enhanced AI Vs Player Trial 

The trial involved 30 players from the Dota 2 community, who were grouped into 3 categories based on 

their MMR12. The groups were organized as follows: players with an MMR below 1000 (10 players 

divided into 2 teams), players with an MMR between 1000 to 3000 (10 players divided into 2 teams), 

and players with an MMR above 3000 (10 players divided into 2 teams). This categorization was based 

on skill level, with MMR below 1000  representing beginners and MMR above 3000  indicating 

experienced and reliable players. Table 7 is the result of the match between Enhanced AI and players. 
Table 7. Enhanced AI Vs Player Results13   

Below 1000 1000 – 3000 Above 3000 
 Team 1 Team 2 Team 1 Team 2 Team 1 Team 2 

Easy (Enhanced) 
2 Win 1 

Lose 
1 Win 2 

Lose 
    

Normal (Enhanced) 
3 Win 0 

Lose 
2 Win 1 

Lose 
1 Win 2 

Lose 
1 Win 2 

Lose 
  

Hard (Enhanced) 
3 Win 0 

Lose 
3 Win 0 

Lose 
2 Win 1 

Lose 
3 Win 0 

Lose 
0 Win 3 

Lose 
1 Win 2 

Lose 

As with previous matches, each match was held three times, with the Enhanced AI using the 

same Hero composition while players were free to choose heroes according to their preferences. The 

results in Table 7  reflect the performance of the Enhanced AI. It is evident that while the Enhanced AI 

can defeat players with low MMR,  it struggles against those with high MMR.  Analyzing the team’s 

desire, the Enhanced AI  appears to provide appropriate strategies; however, high MMR players are 

often unpredictable and rarely visible on the screen. Consequently, the fitness function, which accounts 

for the number of opposing players, becomes less impactful,  leading the AI to underestimate its 

opponents since they are not frequently seen. Players typically engage only when attempting to kill AI 

or attack towers. 

Of the 30 players who participated,  three were selected to provide feedback on the Enhanced AI. 

These players are experts in using multiple heroes and have MMRs above 3000 (3200, 3500, and 3800).  

Their feedback is based on the 36 matches played. They noted that the enhanced AI performs better 

than the default AI in Dota 2, as it can dynamically choose its playing strategies (push, defend, farm, 

roam, and kill Roshan), making its movements more difficult to predict. In contrast, the Default AI tends 

to be more monotonous in its strategy choices. However, there are two drawbacks to Enhanced AI. First, 

when a player disappears, the AI tends to default to the Push or Farm strategy, which can make it 

 
11 We didn’t do Normal (Enahned) Vs Easy (Default), Hard (Enhanced) vs Easy (Default), and Hard (Enhanced) vs Normal (Default) 

because it is normal to win. The higher level is better than the lower level. 
12 MMR is Matchmaking Rating. Dota 2 uses MMR to determine the skills of players and grouping during matchmaking so that players 

will face other players who have a similar MMR. The higher the skill, the higher the MMR. Currently, the MMR range in Dota 2 is 1 to 13000. 

However, this study limits it to only 3000 because that number is the lower limit for a reliable player. 
13 We didin’t do Easy (Enhanced) vs Above 1000 MMR and Normal (Enhanced) vs Above 3000 MMR because it will never win. Without 

change the decision making that AI used, it will imposible to overcome the differences in skill although the desired is better. 
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vulnerable to being easily attacked and having towers destroyed in that lane. Second, while the  AI’s 

dynamic strategy selection is an improvement, it is not supported by strong decision-making.  As a 

result, even when the strategy is appropriate, the decisions made can still be predictable and easy to 

counter.  To develop a truly effective AI,  it is recommended that the decision-making function also be 

enhanced. 

4. Conclusion 

The conclusion drawn from the trials conducted in this study is Particle Swarm Optimization can 

enhance the performance of Team Desire in Dota 2 AI.  While these improvements allow the enhanced 

AI to compete effectively against the Default AI  at the same level or against players with low MMR, it 

still struggles to defeat higher-level opponents. Therefore, future research should focus on two key 

areas: first, modifying or adding to the fitness function to better support scenarios where opponents 

disappear from the screen (jungling); and second, improving the decision-making function to ensure 

that the strategies employed by the AI are fully optimized. 
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